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Linéarité de 1'espérance Variance d"une variables aléatoire

Soient X et Y deux variables aléatoires. L'espérance de la | | <> Soit X une variable aléatoire.
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variable aléatoire X + Y est: Pour tout réel q, la variance de la variable aléatoire a X
est: V(aX) = a®V(X).
Son écart-type est donc : o(aX) = |a|o(X).

<> Soient X et Y deux variables aléatoires indépendantes.

E(X+Y)=E(X)+ E(Y).

De plus, pour tout réel a, I'espérance de la variable aléa-
La variance de la variable aléatoire X + Y est:

E(aX) = aB(X). L VX +Y) =V(X)+ V().

toire a X est:
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Interprétation

|

Maria et Sara vont au restaurant. Maria hésite de fagon équiprobable entre les menus a 18 €, 24 € et 36 €. Sara hésite,
quant a elle, de fagon équiprobable entre les menus a 24 € et 36 €.

On note X et Y les variables aléatoires représentant le prix du menu choisi respectivement par Maria et Sara. Alors,
X = {18;24;36} et Y = {24;36}.

Ainsi, E(X) = ! X 18+% ><24+l x36=26etE(Y) = L ><24—|—% x 36 = 30.

En conséquence, E(X +Y) = E(X) + E(Y) = 26 + 30 = 56. On peut ainsi dire que le prix moyen de la facture de ce
repas est 56 €.

Si Maria va seul au restaurant 5 fois, et si elle choisit a chaque fois au hasard un menu parmi les 3 cités précédemment, la
facture moyenne totale correspondra a E(5X), soita 5E(X), etdonca 5 x 26 = 130 €.

Par ailleurs, V(X)) = %[(18 —26)? + (24 — 26)? + (36 — 30)?] = 56 et donc, V(5X) = 52V (X) = 25 x 56 = 1400. Soit,
o(5X) =50(X) ~ 37,42.

Ce dernier résultat peut-étre interprété comme une marge d’erreur par rapport a l'espérance : on peut alors dire que
pour 5 repas, Maria paiera 130 € avec une marge d’erreur de 37,42 €. Cet intervalle [130 — 37,42 ; 130 + 37, 42] est tres

\approximatif !

Somme et moyenne de variables indépenc Inégalité de Bienaymé-Tchebychev

Soient X}, ..., X, n variables aléatoires indépendantes. On Soit X une variable aléatoire d’espérance y et de variance

pose: S, =S  Xp=X;+--+X, et M,= & On | | V(X). Quel que soit le réel 6 > 0,
n

a alors: V(X)
- - P(IX —p| >6) <
¢ B(Sy) =Y E(Xy) et V(S,) = > V(X (X —n>0) < =5
= b=t De cette inégalité, on peut notamment conclure que pour
1
= E(X) et V(M) = w2 Z V(Xk). une variable aléatoire quelconque X d’écart-type o et d’es-
g =1 pérance i :
2
o
Inégalité de Markov P(IX —ul > 20) < (20)2
Soit X une variable aléatoire discrete d’espérance finie, et | | soit,
a valeurs positives. Alors : P(|X —p| >20) < %
Va>0, P(X>a)< (X) . Cela 51gT11f1e alors que la probabilité que ?es V(jﬂeurs prises
a \par X different de 20 de sa moyenne est inférieure a 0,25.
Inégalité de concentration Loi des grands nombres

Soient Xy, X, ..., X, n variables aléatoires discretes Soient X7, ..., X,, n variables aléatoires indépendantes de

réelles indépendantes ayant toutes la méme loi d’espé- | | 2. o loi, d’espérance yi. Alors, pour tout réel & > 0,

rance . et de variance 2. Alors,

2 . X+ + X,
V5 > 0, P<‘M—u‘>5)<"—. lim P<‘1——u‘>5>:0.
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