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Loi binomiale

Reégles de base
Pour deux évenements A et B, on a :
* 0<p(4) <1
* p(A) =1-p(A)
* p(AUB) = p(A) +p(B) - p(A N B)

Rappels

N

Quand A n B = &, on dit que les évenements A et B sont
incompatibles.

.

Propriété

Pour deux événements incompatibles A et B, on a :
* p(AnB)=0
* p(AuB) =p(A) + p(B).




Loi binomiale Proprlete

Quand les issues d’une expérience aléatoire sont équipro-
bables, la probabilité d’un éveénement est égale a :

Rappels

nombre de cas favorables

nombre de cas possibles

Propriété
Dans le cas d’une répétition d’expériences identiques et in-
dépendantes, la probabilité d’une liste de résultats est le
produit des probabilités de chaque résultat.

V.

Exemple :
On tire au hasard un nombre entier entre 0 et 9, puis une
lettre au hasard, puis un signe au hasard parmi O), ¢, A.

Quelle est la probabilité d’obtenir le code 5F/ ?

p(« BEA ») =p(« 5 ») x p(« F») xpl« A »).
1 1 1 1

— X — X = =|—|
10 26 3 780
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Probabilité conditionnelle de I’événement B sachant A :

_ p(AnB)
>robabilité pA(B) - p(A) (p(A) 7 0)'
conditionnelle
Conséquence

p(AnB) =p(A) x pa(B)

Arbre pondéré

A
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Tableau de probabilités

abilité
ditionnelle

B B Total

A _||p(An B) | p(AnB) || p(4)

A [[p(AnB)|p(AnB) | p(4)
Total p(B) p(B) 1
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Dire que deux évenements A et B sont indépendants signifie
que p(A N B) = p(A) x p(B).

’

Indépendance

Propriété

Si deux évenements A et B sont indépendants
et si p(A) # 0 et p(B) #0

alors pa(B) = p(B) et p(A) = pa(A).

y

Propriété

Si deux événements A et B sont indépendants,
alors les événements A et B sont indépendants.
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Démonstration

Nous savons que : p(4A N B) = p(A) x p(B).
Nous voulons démontrer que : p(A N B) = p(4) x p(B).

Indépendance A /

B
On sait que : p(B) = p(Bn A) + p(B n A)
Donc :
p(BnA) =p(B)—p(BnA)
= p(B) — p(B) x p(A)
= p(B) x (1= p(4))
= p(B) x p(4)
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Définition - Loi de probabilité

X | x| 2 z, | Total

T'erminale Sp¢

D | p1| P2 Dn 1

Espérance — Variance — Ecart-type

e Espérance : E(X) = p121 + pato + -+ + puy

e
discrete

e Variance :
V(X) = p1 (11 — E(X))? + - + pn (. — E(X))?
o Ecart-type : o(X) = +/V(X) |
Quand on répete un grand nombre de fois une épreuve aléa-
toire, la moyenne est proche de ’espérance. )

E(aX +b)=aB(X)+b V(aX)=a?V(X)
o(aX) = |a|] x o(X).

N
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Définition — Epreuve de Bernoulli

T'erminale Sp¢

Une épreuve de Bernoulli est une expérience aléatoire qui
n’a que deux issues,
I’une appelée succes S, 'autre échec S.

p(S)=p pS)=1-p

Définition — Schéma de Bernoulli

Loi binomiale

Un schéma de Bernoulli est une répétition d’épreuves de
Bernoulli identiques et indépendantes.

V.

Définition — Loi binomiale
® Schéma de Bernoulli & n répétitions
e X variable aléatoire égale au nombre de succes.

La loi de probabilité de cette variable aléatoire est appelée
loi binomiale de parameétres n et p.

V.
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Définition — Coefficient binomial

Le nombre de chemins de I'arbre réalisant k succes pour n

£ ZRGNS n 2 . . .
répétitions se note ( k:) et est appelé coefficient binomial.

n
Loi binomiale P(X = k) = (k) pk(]‘ - p)n_k

Propriété |
(g) - <Z> B (nﬁk) (Z>+<k11) B

\.

.
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